
Cross -Validalionkvl ⇒ Is a technique for evaluating a ML model and
testing its performance It helps to compare and select anappropiate model
for the specific predictiva modeling problem .

Then are a lotofdfferent techniques that may be used to cross-validar
a model . still , ale of them have a similar algorithm :

1. Divide the dataset into two parts : one for training ,
other for testing .

2.Train the model in the training set
3. Ualidate the model on the test seti

.

4. Repeat 1-3 steps a couple of times this number depends on the CU
method that you are using .

Cross -Ualidation techniques

Hold-out Cross-validaciones Is the simplestand most common technique .

We use hold -out method on large datasets as it requires training the model
only once .
The fact that wetest our model only once night be a battleneck for
this method

.
Due to this

,
the result obtained by hold -out technique

may be considered inaccurate .

Algorithm :

1. Divide the datase into two parts : the training set and the test
set . Usually 80% of the dataset goes to the training set and 20%
to the test set but you muy choose any splitting that su its you
better

.

2.Train the model on the training set .
3. Ualidate on the test set

.

4. Save the result of the validaron .

Implementation :

importnumpy as np
ron sklearn . nodel _ selection inport train -test- split

X
,y = np . arange 1101 . reshapells,211 , rangel5)
X.train

,
X.test

, y .train , y _test =train - test- split CX, y ,
test- size=0.2,

random
-

state =111 )



K-Fold Cross-Validaciones Is a technique that minimizas the disadvantages
of nold - out method . K-Fold introduces a new way of splitling the dataset
which helps to overcome the " test only once bottleneck

"

.

K-Fold gires a more stable and trustworthy resultas previovs
method since training and testing is performed on several
different parts of the dataset .
Slill

,
k-Fold method has a disadvantage . Increasing k result in

training more models and the training process may be really
expensive and time - consumirg.

Algorithm :

1. Pick a number of folds - k . Usually ,
k is s to 10 but you can

choose any number which is less than the dataset
'
s length .

2. Split the dataset into kequal lif possible) partscthey are called
folds)
3. Choose k-1 folds which Will be the training set .The remaining
fold will be the test set .
4.Train the model on the training set . On each iteration of
Cross -validation

, you must train a new model independently of
the model trained in the previos iteralion .

5. Ualidate on the test set
.

6. Save the result of the validaron .

7. Repeat steps 3-6 k times .

Each time use the remaining fold
as the test set

.

In the end
, you should have validated the

model on every fold that you have .

8.To get the final score average the result that you got on step 6.

Implementaron :
import nvmpy as np
from sHearn .

model
- selection import kfold

X = np . array KC 1,23 ,
[3,43

,
C 1,23

,
[3,433)

= np . arrayK1 ,2,3,
43){f-kfoldln - splits = 2)

for train - index ,
test

_
index in kf . splitlxl :

print (
"

TRAIN :
"

,
train - Index

,

"

TEST :
"

,
test- Index)

X.train = Xltrain- indexa
,
Xltest

-
index]

4- train
'
K test

, y _ test
=

yCtrain- indexes , yCtest- index



Leave-One-out Cross- validaron CLOOCU)⇒Is an extreme case of
K-Fold CU where k is equal to n ,

where n is the nvmber of
samples in the dataset .
The greatest advantage of LOOCU is that it doesn

't waste much
data

.

LOOCV is more computationally expensive than k-fold.it
make take plenty of time to cross- validate the model using LOOCV .

Thus
,
the Data Science Community has a general rule based con

empírica evidencie and different researches , which suggest that 5 or 10
fold Cross- validation should be preferred over LOOCU .

Implementaron :
import nvmpy as np
from sHearn .

model
- selection import LeaveOneOut

X = np . array KC 1,23 ,
[3,433)

y = np . arrayk1,23)
loo = LlaveOneOutll

for train - Index ,
test

_
index in loco

. splitlxt :
print (

"

TRAIN :
"

,
train - Index

,

"

TEST :
"

,
test- index)

X.train = Xltrain- indexa
,
Xltest

-
index]

Y_ train
'
K test

, y _ test
= yltrain- indexes , yCtest- index

Leavep-out Cross-validation kpOculus Is similar to LOOCV as it
crates ale the possible training and test sets by using p samples as the
test set

.

LPOCU has all disadvantages of the LOOCU , but , nevertheless , it 's as
robustas LOOCV

Algorithm :

1. Choose p samples from the dataset which will be the test set .
2.The remaining n- p samples Will be the training set .
3.Train the model on the training set . On each ileralion, a new
model must be trained
4. Ualidate on the testsét .
5. Save the result of the validaron .

6. Repeat steps 2-5 cpn times .

7.To get the final score average the result that you got on
steps .




