
A Closer look at LSTM
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input gate output gate

cell state " the information that flaws through the path
"

gates
" Let pass or not information to the cell state

"

"⇒ 1→ nothing is forgotten ;O -D all is forgotten
⇐1 1 → information is added ¡ O is information is not added

sigmoideo) Sigmoid can output o to 1 , it can be Used
to forget or ranernber the information .

tanh Ctanhl To overcome the vanishing gradient problem . tanks second
derivativo con sustain for a long range befor going to zero .



forget gate
"

What information to remember , what information to forget
"

ft =O (Wp .Chen
,
Xt] +bf)

Outputs a member between 0 and I for each member
in the Cell state . O Completely forget and I to beep
call information .

input gate
"

What now information will beslored in the cell state
"

it = o (Wi .[ht-i.lt] +bi) ⇐ signoid lager decides which values are
updated .

E- = tanhlwclht.r.lt] +bc) ⇐ tanh layer gives weights to the
values to be added to the state

output gate
"

Decide what part of the current cell makes to the output
"

9- = o (WoChi. - i. ✗+] + bol ⇐ sigmoid lager decides which part
of cell state is selected for output .

ht =9- * tanh (G)⇐ tanh lager gires weights to the values (-11-01)


